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Neuromodulation technologies such as vagus nerve stimulation and deep brain stimulation, have shown
some efficacy in controlling seizures in medically intractable patients. However, inherent patient-to-
patient variability of seizure disorders leads to a wide range of therapeutic efficacy. A patient specific
approach to determining stimulation parameters may lead to increased therapeutic efficacy while mini-
mizing stimulation energy and side effects. This paper presents a reinforcement learning algorithm that
optimizes stimulation frequency for controlling seizures with minimum stimulation energy. We apply our
method to a computational model called the epileptor. The epileptor model simulates inter-ictal and
ictal local field potential data. In order to apply reinforcement learning to the Epileptor, we introduce a
specialized reward function and state-space discretization. With the reward function and discretization
fixed, we test the effectiveness of the temporal difference reinforcement learning algorithm (TD(0)). For
periodic pulsatile stimulation, we derive a relation that describes, for any stimulation frequency, the
minimal pulse amplitude required to suppress seizures. The TD(0) algorithm is able to identify param-
eters that control seizures quickly. Additionally, our results show that the TD(0) algorithm refines the
stimulation frequency to minimize stimulation energy thereby converging to optimal parameters reliably.
An advantage of the TD(0) algorithm is that it is adaptive so that the parameters necessary to control
the seizures can change over time. We show that the algorithm can converge on the optimal solution in
simulation with slow and fast inter-seizure intervals.
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1. Introduction

Epilepsy afflicts approximately 1% of the world’s
population, and close to 1/3 of these patients do not
respond to anti-epileptic drugs or experience debili-
tating side-effects.1 Of these patients, approximately
two-thirds qualify for surgical resection of the seizure
focus.2 For the remainder of patients, neuromodula-
tion devices may provide some benefit.

Patients unable to get surgical resection often
resort to neuromodulation technologies such as vagus
nerve stimulation (VNS) or deep brain stimula-
tion (DBS). Existing VNS and DBS devices showed
therapeutic efficacy at approximately 40% seizure
reduction rates during the clinical trial phase.3–5

Longitudinal data from the NeuroPace RNS r©
study indicated an increase in responder rates over
time.

The NeuroPace RNS r© system applies electri-
cal stimulation to a specific brain region when cer-
tain salient features are detected in the neural sig-
nals.6 The methodology is computationally simple
and has shown to have some efficacy, however, the
large number of device parameters must be manu-
ally tuned by the physician.6,7 Limitations of cur-
rent DBS methods include a large parameter space
and highly variable patient response over time. While
current state-of-the-art technologies are effective in
controlling seizures for some patients, there is still a
need for improvement.8

To address these limitations, many groups have
made advances in closed-loop neuromodulation.
Closed-loop feedback for seizure control outcomes
has been tested using three different methodolo-
gies. First, the neural signal is used in determining
when to apply a stimulus. Stimulus administration in
response to seizure onset has successfully suppressed
seizures using electrical stimulation.9–12 and opto-
genetic inhibition.13 Secondly, feedback can be used
for stimulus optimization over trials in order to max-
imize the therapeutic effect. Machine-learning algo-
rithms have been used to optimize stimulus param-
eters by measuring the efficacy of different stimuli
and their effects on seizure duration and frequency.14

Lastly, closed-loop feedback can lead to the mod-
ulation of a stimulus parameter in real-time based
on physiological measures. Seizures have been sup-
pressed by modulating DC fields proportionally to
the activity measured.15 and by applying precisely

timed transcranial electrical current stimulation at
certain phases of spike-and-wave ictal behavior.16

We propose that a reinforcement learning algo-
rithm that is constantly vigilant and can detect sub-
tle changes in therapeutic efficacy may result in bet-
ter patient outcomes. Furthermore, a reinforcement
learning algorithm may be able to detect changes
in the patient’s needs and adapt accordingly. In this
paper, we will present a novel approach to controlling
seizures, based on the temporal difference reinforce-
ment learning algorithm in a computational model
of epilepsy called epileptor. The algorithm, through
an iterative process, determines a policy so as to
maximize reward while minimizing a cost function17

(Fig. 1). In this instance, the policy is a mapping
between different physiological states in an epilep-
tic system and specific stimulus parameter combi-
nations. The reward signal is inversely proportional
to an epileptic biomarker, therefore greater reward
means less epileptiform activity. The cost function
tries to minimize the total amount of stimulation
energy for any state-action pair. We define energy
as the product of stimulation amplitude squared and
the total duration of stimulation in a simulation.

We use a reduced temporal difference reinforce-
ment learning model, TD(0), that is able to learn the
optimal stimulus parameters by exploring the possi-
ble stimulation parameters and observing the results.
We will show that the learning algorithm converges
to a low energy solution.

Fig. 1. A schematic representation of the seizure con-
trol paradigm with the computational model of seizures.
LFPs generated by the Epileptor model (−x2 + x1) are
filtered (high and low pass filter) to estimate the cur-
rent state of the model. A reward signal is also generated
from the LFP such that it decreases with seizures and
increases with time following a seizure. The reinforcement
learning algorithm (TD(0)) integrates state and reward
information to determine the optimal action (stimula-
tion frequency) that will maximize the reward provided
the current state. The action selected is the stimulation
frequency to apply to the epileptor model.
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2. Materials and Methods

2.1. Epileptor model

To the best of our knowledge, the epileptor is the
only computational model that captures the tran-
sition from nonseizing (inter-ictal) to seizing (ictal)
local field potential (LFP) activity. We tested various
stimulation paradigms on the Epileptor mean-field
model.18,19 The epileptor model reproduces many
of the invariant seizure characteristics documented
across species including fast oscillations, spike and
wave events and logarithmic increase in inter-spike
interval as the seizure approaches termination.19

This model provides a platform in which to test
closed-loop adaptive algorithms. An example of the
transition between inter-ictal to ictal can be seen in
Fig. 2 (top) and is confirmed by a clear increase in
power between 1 and 25Hz, Fig. 2 (bottom). For
our simulations, we use a bandpass filtered signal
between 2–15Hz to calculate the reward which cap-
tures the fast oscillations in the LFP.

The parameters in the model were empirically fit
to generate the different behaviors seen in physio-
logical recordings. The full equations are included in
Sec. A.1.

The derivation of the equations for the epilep-
tor model is described in two papers from the Jirsa
lab.18,19 The model is represented as a system of five
ordinary differential equations with three different
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Fig. 2. Example of the LFP generated by the epileptor
model. Top, sample trace of the epileptor model during a
nonseizing state (gray) and seizing state (black). Seizures
are clearly indicated by prominent DC shift in the LFP.
Duration of the seizure, from onset to offset, is indicated
by the grey dotted line. Bottom, power spectral density
estimate of nonseizing versus seizure activity. The y-axis
shows power at different frequency bands on a log scale.

time scales. The fastest time scales (x1, y1) gener-
ate fast oscillations, the medium time scales (x2, y2)
generate spike and wave events, and the long time
scale slow permittivity variable (z) determines the
seizure duration and frequency. The LFP is deter-
mined by adding −x1 and x2. They also developed
a reduced two-dimensional model18 to characterize
seizure onset and offset behaviors using only the fast
x1 and slow z parameters, as described in Sec. A.2.

The reduced model does not produce the high
frequency burst activity seen in the full model but it
does reproduce the duration of the seizure and inter-
vals between the seizures. The limit cycle in Fig. 3
(top) captures the reduced system cycling through
inter-ictal (left) and ictal (right) phases. We used the
reduced model to visualize how stimulation affects
the trajectory of two state variables responsible for
ictogenesis. The goal of the state-space analysis is to

Fig. 3. Prediction of minimum energy stimulus param-
eters to suppress seizures using a state-space analysis
of the epileptor model. Top, vector field of the reduced
epileptor model with x-nullcline (gray-circles) and base-
line z-nullcline (gray-square) and z-nullcline with stimu-
lation (gray-triangle). The black solid line between the x-
and z-nullclines (with stimulation) indicates the distance
the baseline z-nullcline needs to move in order to gener-
ate a stable fixed point (large black asterisk) which leads
to seizure suppression. The limit cycle is represented by
the trapezoidal shaped dotted black line. The bifurca-
tion, from inter-ictal to ictal, occurs when the z value
crosses ≈ 2.91. Bottom, example trace of the z variable
before and during periodic stimulation (diamonds). The
y-axis values correspond to the changing z values as the
system moves along the limit cycle in the top figure. The
z variable does not descend below the seizure threshold
(black dashed line) during stimulation.
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determine how much stimulation results in a bifur-
cation that terminates seizures. Both models were
integrated with a Euler–Maruyama integrator with a
time step of 1 ms. Longer time steps lead to numer-
ical errors, while smaller time steps did not improve
resolution of salient features of the Epileptor.

To simulate electrical stimulation, we applied
pulses of 1ms width to the z-variable. Periodic stim-
ulation of the z-variable using sufficient energy leads
to seizures control (bottom, Fig. 3).

Changing the z time constant τ0 modulates the
duration of the seizure and the inter-seizure intervals
(ISIs). For a given τ0, the model will produce seizures
that occur at almost regular intervals.

2.2. Determining minimum stimulation
frequency to suppress seizures

In order to determine the minimum stimulus fre-
quency while holding stimulation pulse amplitude to
achieve seizure suppression in the epileptor model,
we conducted a state-space analysis. The dynamics of
the seizure duration and interval can be understood
by analyzing the x- and z-nullclines of the reduced
model. With no stimulation input, the x- and the z-
nullclines have a single unstable equilibrium point
at the crossing, allowing for a stable limit cycle
that determines the seizure duration and ISIs. Pos-
itive stimulation current pushes the z-nullcline up.
With sufficient current, the x- and the z-nullclines go
through a bifurcation resulting in a stable fixed point
and seizures stop. The minimum pulsatile ampli-
tude necessary to stop the seizures can be deter-
mined by the distance of the z-nullcline to the
knee of the x-nullcline (∆Znull), as shown in top of
Fig. 3.

The z-variable relaxes slowly back to its resting
point after each pulse according to the z time con-
stant τ0, as shown in the bottom of Fig. 3. Therefore,
to assure seizure control throughout the simulation,
the minimum z value between pulses must be greater
than ∆Znull+x0. This will keep the z variable above
the bifurcation point Fig. 3 (bottom).

Provided the stimulus amplitude (Sa), stimulus
interval (SIPI), and the time constant of z(τ0) it is
possible to calculate the approximate minimum dis-
tance z needs to travel to control seizures:

zmin ≈ x0 +
Sa

1 − e
(−SIPI

τ0
)
. (1)
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Fig. 4. Map indicating minimum stimulus frequency
and amplitude to control seizures given the time constant
for the z variable (legend). Stimulus parameter combina-
tions below the solid lines will fail to suppress seizures.

This zmin value is the minimum distance required to
suppress seizures and is zmin = 2.91. The parameter
x0 determines at what value the floor of the
z-nullcline is at (in Fig. 3 it is at 2.0). If x0 is set
at ≈ 2.91 then there will be no seizure events. This
is because a stable fixed point forms at the intersec-
tion of the z and x1 nullclines. For all simulations the
x0 variable was set at 2.0. This, however, is the mini-
mum pulsatile perturbation to suppress seizures, not
all epileptiform activity. Increasing the stimulation
above this can produce significant improvements by
suppressing high frequency activity seen in the full
model when the system is close to the bifurcation
point.

Alternatively, we can calculate the stimulus
amplitude for any arbitrary stimulus interval.

Sa = ∆Znull(1 − e(−SIPI
τ0

)), (2)

where Sa is the minimum stimulus amplitude to
suppress seizures given the stimulus intervals (SIPI)
and z variable time constant (τ0). The simulations
presented in the paper use integer value stimulus
intervals. A map of analytically calculated minimum
pulsatile stimulation amplitude necessary for seizure
suppression given different integer stimulation fre-
quencies is shown in Fig. 4. Given a particular stimu-
lation amplitude-frequency pair, we ran simulations
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to compare the minimum frequency (while holding
stimulation amplitude) to the analytically calculated
stimulation frequency for the given amplitude.

2.3. Temporal difference reinforcement
learning algorithm implementation

Reinforcement learning has a long and intricate
history and has been reviewed in detail else-
where.17 These algorithms have been implemented in
many different neural-engineering problems, includ-
ing seizure control.20,21 However, in these cases,
the investigators develop a stimulation policy with
a reinforcement learning algorithm using offline
training data. Optimal parameters were determined
through dynamic programming principles using the
full data set, a process known as batch learning. Our
approach substitutes batch learning for an iterative
learning process where optimal stimulation parame-
ters are determined as data is collected in real time.
The decision to use an online learning scheme, as
opposed to offline training, was motivated by the fact
that the effects of stimulation for each experimen-
tal preparation (and patient) seem to be different
depending on subtle details as the positioning of the
stimulation electrode. Thus, optimizing parameters
based on data collected from one patient or experi-
ment and applied to another may not result in the
best control.

The full temporal difference learning algorithm
uses memory in the form of eligibility traces.17 to
identify sequences of actions necessary to achieve a
high reward state. However, in simulations we found
little benefit from using eligibility traces, presumably
because the occurrence of seizures is stochastic, and
therefore was not used. This way, only the current
state-action pair is updated. In this study, we show
how a learning algorithm can determine the opti-
mal stimulation parameters for a seizure model using
domain knowledge. Furthermore, the algorithm can
respond to nonstationarities of an epileptic system
and adapt accordingly.

2.3.1. Reduced temporal difference learning
algorithm: TD(0)

The TD(0) algorithm generates a map relating the
state of the system to the expected reward given
a selected action: Q(s, a), where Q is the expected
reward, proportional to the time since the last

seizure, a is the selected action from a set of stimu-
lation frequencies, and s is the state of the epileptor
(i.e. seizing or not seizing). When the simulation is
initialized the algorithm is näıve, and has no infor-
mation about the expected reward for each state-
action pair. To initialize Q(s, a), we use the aver-
age reward over a few seizures without stimulation,
µ0, plus additive zero mean white noise with small
variance σ2 � 1.

Once the algorithm is turned on, it chooses
the next actiona′ expected to produce the highest
reward, Q(s′, a′), given the current state s′. After
the action is executed (a′ → a), the actual reward
(R) is measured. The error between the measured
reward and expected reward is calculated as follows:

δ = R − Q(s, a) + γ ∗ Q(s′, a′), (3)

where γ is the delay discounting factor that accounts
for how much the algorithm values future expected
rewards. We set to γ to zero (γ = 0) to favor more
greedy behavior to speed up convergence. Initially,
because the matrix Q is arbitrarily set at a high
value, the error, between the measured reward and
the expected reward will be great. Using this error
the map is updated to increase the accuracy of the
predicted reward value with the following update
equation:

Q(s, a) = Q(s, a) + α ∗ δ, (4)

where 0 < α � 1 determines how quickly Q(s, a) is
updated given the error to the measured reward.

2.3.2. Action selection

If at every time step the action providing the great-
est expected reward is selected, this algorithm is
called “greedy”. However, it may result in conver-
gence to action selection policy at a local minimum
rather than allowing for exploration to find a global
minimum. Therefore, using a selection policy that
explores some actions that may at first appear sub-
minimum can help find the optimal solution more
reliably than a purely greedy algorithm. An alterna-
tive to the purely greedy approach is the Softmax
policy that selects actions with probability propor-
tional to the expected reward. So, the action with the
highest expected reward will have a higher probabil-
ity of being selected than other actions. The prob-
ability of each action, a′, selected at each state, s′,

1750012-5

In
t. 

J.
 N

eu
r.

 S
ys

t. 
D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 W

SP
C

 o
n 

02
/0

1/
17

. F
or

 p
er

so
na

l u
se

 o
nl

y.



2nd Reading

December 27, 2016 14:50 1750012

V. Nagaraj, A. Lamperski & T. I. Netoff

can be calculated as:

P (a′ | s′) =
e

Q(s′,a′)
τs∑n

i=1 e
Q(s′,a

i′ )
τs

. (5)

The variable τs is the temperature value for the
Softmax policy, which determines how sensitive the
probability is to differences in expected reward, and
n is the total number of actions.

2.3.3. Learning rate

The degree to which the TD(0) algorithm weights
new information compared to its current estimate of
the reward for a selected state-action pair is deter-
mined by the parameter α. When the model is com-
pletely näıve, using a large α results in updating the
map rapidly. This method can lead to a quick conver-
gence to an action that is effective, but the solution
may not be the global minimum. We selected α to be
long enough to average information over the duration
of one inter seizure interval. The algorithm updates
the action in windows (w = 15 s). Given the duration
of an ISI, we set α so that the time constant is about
one seizure interval:

α ≈ 1 − e(−w/ISI) (6)

A full description of the algorithm is given in Sec. 6.3.

2.4. Ictal and inter-ictal state
estimation from LFP data

The epileptor model has no reward signal and has
a continuous state-space, which is not amenable
to a traditional reinforcement learning framework.
Domain knowledge (i.e. spectral characteristics,
Fig. 2) was used to establish the reward function and
discretize the state-space. In the epileptor model, the
ictal versus inter-ictal dynamics can be separated in
state-space by plotting the x1 variable against x2 as
shown in Fig. 5(B). The inter-ictal activity is in the
left side of the state-space and the right side is dur-
ing the ictal activity. The goal is to generate some
state-space representation from the LFP that sepa-
rates the inter-ictal from the ictal activity.

By filtering the data with a high pass filter
and using another lowpass filter, the two signals
resulted in a state-space representation very simi-
lar to that seen by plotting the x1 variable against
x2 (Fig. 5(c)). Data was filtered using first-order
Butterworth high pass (Fig. 5(A) top) and low pass

filters (Fig. 5(A) bottom) each with 0.5Hz cutoff fre-
quency. Filter coefficients were calculated using the
MATLAB butter command. Filter outputs were nor-
malized to each axis in the two-dimensional state-
space. This state-space is partitioned into ictal and
inter-ictal states. A state index is assigned at each
time step depending on where state value falls in the
inter-ictal or the ictal partition. Finer resolution par-
titions are possible, but more partitions increased the
exploration time.

2.5. Reward

The reward for each Q(s, a) is calculated at each iter-
ation by taking the negative log of the band-pass fil-
tered LFP (LFPbp, 2–15Hz). The reward for each
time step is calculated as follows:

τfilter =

(
1

1−e
( −1

τISI
)

)
, (7)

¯LFPbp
t =

(LFPbp
t ∗ LFPbp

t )
τfilter

+ (τfilter ∗ ¯LFPbp
t−1),

(8)

Rt = − log( ¯LFPbp
t − Cost), (9)

where τfilter is the decay rate for the smoothing fil-
ter, ¯LFPbp

t is the smoothed power of the LFP at
time t, and Rt is the reward at time t. The tau-filter
smoothens the noisy reward signal to remove noise in
the raw reward signal. Noise in the raw reward sig-
nal can lead to misleading updates of the state-action
function Q(s, a).

Each stimulation parameter combination has an
associated cost. The cost function is as follows:

Cost =
(

S2
a ∗
(

1
SIPI

))
∗ CW, (10)

where CW is the cost weight, SIPI is the stimulation
inter-pulse interval, Sa is the stimulation amplitude
and µ0 is the mean reward during the simulation
when stimulation pulses were not applied.

3. Results

3.1. Open-loop stimulation controls
stationary seizures

We first tested open-loop stimulation on seizure
control in the epileptor model. Seizures were sup-
pressed with sufficiently high stimulation frequency
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(A)

(B) (C)

Fig. 5. Decomposition of the epileptor LFP using a filter bank results in feature space closely resembling the actual
state-space of the epileptor dynamic variable x1 and x2. (A) top, raw LFP generated by the epileptor model. (B) State-
space of the epileptor model parameters x1 and x2. Top, the x1 variable time series, middle, the x2 variable time series,
bottom, the state-space from x1 and x2 clearly distinguishes inter-ictal (right) from ictal (left) epochs. (C) Estimation of
the state-space using a filter bank. Top, low-pass filtered LFP data, middle, high-pass filtered LFP data, bottom, feature
space clearly shows an inter-ictal cluster (right) and ictal cluster (left). Cutoff frequency was 0.5 Hz.

and amplitude. The minimum stimulation energy
required to suppress seizures depended on the time
constant of the z-variable of the model; the faster
the time constant, the more stimulation energy is
required to suppress seizures. Examples of the epilep-
tor model with two different time constants, τ0 = 800
and τ0 = 400 s in response to stimulation are shown
in Fig. 7. The analytically calculated stimulation
(1.04Hz) applied to the model with a time constant

of 800 s is sufficient to suppress all seizure like activ-
ity (Fig. 7, top), while it is necessary to stimulate at
2.08Hz to achieve control when the system has a time
constant of 400 s (Fig. 7, middle). The high frequency
activity is distinguishable from a seizure because the
system did not undergo a saddle-node bifurcation at
the seizure onset. Seizures in the epileptor model are
characterized by a prominent DC offset, which is a
key feature of saddle-node bifurcations.19 Applying

1750012-7
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the minimum stimulus frequency to suppress seizures
for τ0 = 800 in a simulation with τ0 = 400 seizure
dynamics does not suppress the seizure (Fig. 7,
bottom).

The map in Fig. 4 shows the necessary stimula-
tion parameters to achieve seizure control for differ-
ent time constants of the model as determined by
analysis of the reduced model. Parameters used in
Fig. 7 are indicated in the map shown in Fig. 4.
While the parameters necessary to suppress seizures
are calculated from the reduced model, it can be
seen that high frequency activity may persist even
though the seizures have been stopped. Increas-
ing the stimulation frequency above this minimum
threshold of seizure suppression may provide further
improvement by reducing this “epileptiform” behav-
ior. Therefore, we consider the optimal parameter
combination for epileptogenic feature control to be
slightly higher than the minimum necessary to sup-
press seizures.

3.2. Closed-loop adaptive stimulation
results in seizure control while
minimizing energy

We next tested whether the TD(0) algorithm can
converge to an effective stimulus parameter solu-
tion. The goal of the TD(0) algorithm is to max-
imize reward through selection of actions, in this
case, stimulation frequencies at each state (ictal ver-
sus inter-ictal). The reward trace increases as activ-
ity decreases, therefore suppressing seizures results
in an increased reward. A small cost is attributed to
each stimulation pulse which helps refine the stimu-
lation frequency once a range of stimulation actions
that suppress seizures are found. At the onset of the
simulation the model is näıve and set to random ini-
tial conditions. We set the learning rate to reflect
the time course of a seizure (Eq. (6)). This results in
rapid learning with fairly stable behavior once good
control is achieved.

An example of the TD(0) algorithm identify-
ing optimal seizure control parameters is shown in
Fig. 6. Simulations were run for 15,000 s on a Win-
dows 7 with Intel (i7) 3.5GHz processor. The TD(0)
algorithm computation time was 160ms. High fre-
quency activity and seizures correspond to down-
ward deflections of the reward signal. After prob-
ing the state-action space following stimulation onset
(black bar) the policy converges to the optimal

Fig. 6. TD(0) algorithm converges to optimal solution
(2Hz) when seizure dynamics are stationary. Top, raw
LFP trace. Middle, reward trace associated with the
LFP. Bottom, Stimulation frequency selected at each
action selection interval. The TD(0) algorithm explores
the state-action space at first because the initial expected
values for each state-action is high. Dotted black line rep-
resents the minimum stimulus frequency required for con-
trol (1.04 Hz). Black bar indicated duration of stimulus.

state-action solution that suppresses all epileptiform
activity. Since the action choices are discrete frequen-
cies, the optimal frequency was 2Hz, the minimum
integer frequency nearest the analytically calculated
minimum to suppress seizures. While the stimula-
tion energy is higher, the total epileptiform activity
present during the simulation is lower than seen in
Fig. 7 (top). Once the optimal stimulus frequency
is identified, the Softmax policy for action selection
using a very low temperature maintained the stim-
ulation parameters throughout the remainder of the
simulation. Turning off stimulation leads to reemer-
gence of seizures, shown at the end of the simulation.

Increasing the temperature value (τs = 1) in
the Softmax action selection algorithm alters the
action selection policy (Fig. 8). Instead of converg-
ing on a single stimulation frequency to suppress the
seizures, it converges on a distribution from which
the TD(0) selects stimulation frequencies probabilis-
tically based on expected value. In this case, the aver-
age stimulation frequency was 2.05Hz.

The effects of temperature in the Softmax algo-
rithm on the number of escaped seizures, conver-
gence time and stimulation frequency are shown in
Fig. 9. At very low temperature values (τs = 0.01),
the TD(0) algorithm behaves in a greedy fashion and
converges on a solution quickly (Fig. 6).

As the temperature value increases, the algorithm
spends more time searching the parameter space,
which ensures a global minimum at the cost of time
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Fig. 7. Open-loop stimulation can control seizures if
sufficient stimulation energy is applied. Top, applying
stimulus pulses into the z variable at the minimum cal-
culated stimulus frequency (1.04 Hz) with slow seizure
dynamics (τ0 = 800) controls seizures. Middle, similarly,
seizures can be controlled if the seizure dynamics are
faster (τ0 = 400) when stimulation is administered at the
minimum calculated frequency (2.08 Hz). Bottom, insuf-
ficient stimulus energy cannot control seizures. In this
example 1.04 Hz was applied to seizures with τ0 = 400.
Black bar indicates duration of stimulus. Note that the
time scale has been condensed to see how dynamics
evolve on a longer time scale, and the seizures appear
as abrupt downward deflections (DC offset) in the LFP.

 

 

Fig. 8. TD(0) algorithm action selection with high Soft-
max temperature value. Softmax policy action selection
is more explorative when temperature values are high
(τs = 1). Top, raw LFP trace. Middle, reward trace
associated with the LFP. Bottom, Stimulation frequency
selected at each action selection interval. Stimulus fre-
quencies selected vary between 0 and 5Hz, but the aver-
age stimulus frequency is approximately 2.05 Hz. Dotted
black line represents the minimum stimulus frequency
required for control. Black bar indicates duration of
stimulus.

of convergence The mean convergence time increases
to over 2000 s when the temperature value (τs). is at
0.2. However, at very high temperatures we found a

Fig. 9. Performance of reinforcement learning algorithm
at different temperature values of Softmax action selec-
tion for large ISI(τ0 = 800). Top, mean total number of
seizures that escape “therapy” when the reinforcement
learning algorithm is choosing stimulation actions. Mid-
dle, mean time to converge (seconds) on a policy that con-
trols seizures. Bottom, average stimulus frequency during
the simulation.

surprising behavior. The algorithm does not settle on
any single stimulus frequency, but instead uses a dis-
tribution of stimulus parameters and from which is
selects probabilistically to deliver stimuli and opti-
mizes the distribution (Fig. 8) resulting in a good
convergence rate to the globally optimal solution.
Ultimately, there is a tradeoff in the choice of temper-
ature value for the Softmax action selection policy.
Lower energy solutions are typically less robust. For
instance, the lowest energy solutions occur when the
temperature value is between 0.1 and 0.2 (Fig. 10),
but this results in the highest number of seizures
after onset of the controller.

3.3. TD(0) converges to optimal
solution when seizure dynamics
are faster

We tested whether the TD(0) algorithm could
robustly find an optimal stimulation frequency when
the parameter τ0 of the epileptor model was changed.
In these simulations, the seizure frequency increased
thereby requiring a net increase in stimulation
energy, as shown in Fig. 10. During the learning pro-
cess, two seizures escape requiring further refinement
in action selection. Towards the end of stimulation
the algorithm converges on 3 Hz as the optimal stim-
ulation frequency for controlling seizures with a fast
time constant (τ = 400).
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Fig. 10. TD(0) algorithm converges to optimal solu-
tion (3Hz) when seizure dynamics are faster (τ = 400).
Top, raw LFP trace. Middle reward trace associated with
the LFP. Bottom, stimulation frequency selected at each
action selection interval. The TD(0) algorithm needs to
explore the state-action space for a longer period of time
when the ISI is smaller. Dotted black line represents
the minimum stimulus frequency required for control
(2.08 Hz). Black bar indicates duration of stimulus.

4. Discussion

This paper presents a reinforcement learning algo-
rithm to determine the optimal stimulation parame-
ters for seizure control. Specifically, we use a reduced
TD(0) algorithm to determine low energy stimula-
tion parameters and tested the approach in a com-
putational model of epilepsy called epileptor.

4.1. State-space approximation

The TD(0) algorithm determines the optimal stim-
ulation parameters given an estimate of the current
state of the system. The optimal action for the ictal-
state may be different than that found during the
inter-ictal state. This allows the algorithm to opti-
mize stimulation parameters to prevent seizures as
well as find the optimal parameters to terminate
seizures, which may be different. To separate seiz-
ing versus nonseizing we used a low and high pass
filtered the raw LFP data. This approach was moti-
vated by the clear partitioning of the inter-ictal an
ictal epochs seen in the state-space analysis of the
x1 and x2 variables, and the reconstructed state-
space of the x′

1 and x′
2 variables. Seizure control

is achieved when a therapy brings the system to a
state where seizures are unlikely to occur. Seizure
termination, on the other hand, can be defined as
the stimulus induced suppression of seizures follow-
ing seizure initiation. While seizure termination was

not the central focus of this paper, the TD(0) algo-
rithm nonetheless finds the optimal solutions based
on the state of the epileptor (ictal versus inter-ictal),
and ultimately optimizes for seizure suppression and
seizure termination.

With finer state-space partitioning, or the addi-
tion of additional feature dimensions, it may be pos-
sible to identify pre-ictal states in which stimulation
could prevent seizures. These states would be differ-
ent from inter-ictal states where stimulation has very
limited benefit on seizure suppression. Further divi-
sion of the state-space, however, results in additional
state-action pairs, which increases the computational
cost. Without any underlying model of the system,
this can result in long searches before finding an
efficient policy. Therefore, in this paper, we focused
only on the simple state-space partition of ictal and
nonictal but finer partitioning with rapid identifica-
tion of a good control policy remains a problem that
needs to be further investigated.

A limitation to this work is how well the design
choices (i.e. reward function and state-space dis-
cretion) would carry over to other computational
and experimental models. Our design approach was
specific for the Epileptor model, and implementa-
tion of the TD(0) algorithm in other contexts may
require a different reward function and state-space
discretization.

4.2. Stimulation variables

In this paper, TD(0) was used to optimize stimulus
pulses applied to the z-variable, the slow permittivity
variable in the Epileptor model. The z-variable may
be a physiological correlate for K+ dynamics,19 or
could potentially even model adenosine dynamics.22

Experimental evidence shows that electrical stimu-
lation directly modulates adenosine concentrations22

and fast stimulation causes an increase in extracel-
lular potassium concentration.9

The TD(0) algorithm can also be used to opti-
mize stimulation applied to the x1 and x2 state vari-
ables, from which the LFP is directly estimated. In
modeling experiments, not shown in this paper, the
reinforcement learning algorithm was able to control
seizures by applying stimuli to these variables. Since
the time-constants of these variables are much faster
than the z-variable, higher frequency stimulation was
needed to achieve similar seizure control.
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In this study, we held stimulus amplitude con-
stant while optimizing over the stimulus frequency.
The map in Fig. 4 indicates that the opposite is
also possible: stimulus frequency could be fixed while
optimizing the stimulus amplitude. We used a dis-
crete pulse because it was the simplest and most
commonly used stimulation waveform class in neu-
roscience. It is possible that other waveform classes
could result in a stable fixed point with less energy,
but exploration into this is outside the scope of the
manuscript. Ultimately, the epileptor model is sensi-
tive to total energy, therefore optimizing over stim-
ulus frequency and amplitude can be done, but the
number of state-action pairs grows rapidly with the
number of parameters to be optimized resulting in
long convergence times to a solution.

In the epileptor model, the amount of activity was
monotonically dependent on the amount of energy
applied to the z-variable. The only cost to high fre-
quency stimulation was from the stimulation energy
subtracted from the reward function. However, in
experiments, we have found that the effect of stimu-
lation is not monotonic and there are bands of stimu-
lation frequencies that suppress seizures while other
frequencies induce seizures. The TD(0) algorithm
will find the global minimum for each state-action
pair, but at the cost of occasionally inducing seizures
that occur while testing stimulation frequencies that
are ictogenic. Black box modeling, specifically input–
output models could be empirically determined to
predict the effects of periodic pulsatile stimuli at
different frequencies. Frequencies that predict emer-
gence of epileptogenic biomarkers could then be cut
out of the optimization process, thereby reducing the
parameter space.

4.3. Action selection

Under the TD(0) framework, action selection is a
tradeoff between exploration and exploitation. If the
temperature value of the Softmax policy (Eq. (5))
is very low, the TD(0) quickly explores the state-
action pairs and then converges on the optimal solu-
tion from this estimation. This is clearly evident
in the simulation presented in Fig. 6. Sometimes,
the quick solution may not be the global maximum,
therefore, making greedy choices more likely to be
less cost effective in the long run. This approach
focuses on finding a single action that it considers as
optimal.

High temperature values, on the other hand, lead
to a policy that does not converge to a single action.
Instead, actions are selected probabilistically from
distribution of actions, as seen in Fig. 9. There is
no one action, rather the algorithm optimizes the
selection probability across all the actions resulting
in an average stimulus frequency close to optimal to
obtain seizure control.

The action selection paradigms explored in the
paper are discrete in nature (i.e. from a set of stimu-
lation frequencies). This limits the ability of the algo-
rithm to find an optimal solution, especially if it is
not in the defined set. One way to circumvent this is
to implement other reinforcement learning methods
which can be applied to a continuous action space.

4.4. Algorithm robustness

To the best of our knowledge there are no other com-
putational models that capture the transition from
inter-ictal to ictal activity. While we have not tested
if our method is robust to changes in the class of
models, we have tested robustness to parameter vari-
ations. In order to evaluate the robustness, we evalu-
ated the algorithm’s performance as parameters were
varied. Specifically, we decided to evaluate the algo-
rithm by changing the ISIs and seizure durations.
These parameters are modulated by the τ0 parame-
ter. Reducing the value of the τ0 parameter resulted
in smaller ISIs and shorter seizure durations as shown
in Fig. 10. The TD(0) was able to determine the opti-
mal stimulation frequency even when seizure rates
increased dramatically. These simulations indicate
that our method is robust to changes in the seizure
dynamics.

5. Conclusion

The results presented in this paper show that a
TD(0) algorithm can effectively converge to the
optimal stimulus parameter. Here optimization was
performed only over stimulation frequency. This
approach can be used to optimize over both stimula-
tion frequency and amplitude at the cost of increased
computation and an increase in convergence time.
The method presented is computationally efficient
and could potentially be programmed into a small
bidirectional neural interface. Future studies will
require testing of the algorithm in an in vivo epilepsy
model.
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Appendix A

A.1. Epileptor model

ẋ1 =
1
τ1

(y1 − f1(x1, x2) − z), (A.1)

ẏ1 =
1
τ1

(1 − 5x2
1 − y1), (A.2)

ż =
1
τ0

(h(x1) − z − I1), (A.3)

ẋ2 =
1
τ1

(−y2 + x2 − x3
2 + I2

+ 1.8u(x1) − 0.3(z − 3.5)), (A.4)

ẏ2 =
1
τ2

(−y2 + f2(x1, x2)), (A.5)

f1(x1, x2) =

{
x3

1 − 3x2
1, if x1 < 0,

(x2 − 0.6(z − 4)2x1), if x1 ≥ 0,

(A.6)

f1(x1, x2) =

{
0, if x2 < −0.25,

6(x2 + 0.25)x1, if x2 ≥ −0.25,

(A.7)

u̇ = −γ(u − 0.1x1), (A.8)

h(x1) = x0 +
10

(1 + e
−x1−0.5

0.1 )
, (A.9)

I1 = 3.1, I2 = 0.45, τ0 = 800 or 400,

τ1 = 0.005, τ2 = 0.01, γ = 0.01.

A.2. Reduced epileptor model

We used a two-dimensional epileptor model reduc-
tion to analytically compute the minimum energy
stimulus parameters to suppress seizures given the
time constant of the z variable.18 The z variable
equation remained the same (Eq. (A.3)) while the
ẋ1 variable was changed.

ẋ1 = −x3
1 − 2x2

1 + 1 − z + I1, (A.10)

ż =
1
τ0

(h(x1) − z), (A.11)

where I1 is the constant current used in the full
epileptor model.

A.3. TD(0) algorithm

The expected reward matrix Q is initialized to a
value greater than the average reward µ0 plus some
Gaussian noise disturbance with variance ≈ 0.001.

Initialize Q(s, a) > µ0. (A.12)

Select action a′

Begin loop
Apply action a′ → a

Measure new state s′

Measure actual reward R

Calculate error:

δ = R − Q(s, a). (A.13)

Update Expected Reward:

Q(s, a) = Q(s, a) + α ∗ δ. (A.14)

Select new action:

P (a′ | s′) =
e

Q(s′,a′)
τs∑n

i=1 e
Q(s′,a′)

τs

, (A.15)

Where,

α = (α0 − a∞)βcount+α∞, (A.16)

β ≈ e−w/ISI, (A.17)

count =

{
count + 1, if s′ = s and a′ = a,

count, otherwise,

(A.18)

End loop.
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