Figure Captions

Fig. 1: Comparing robust method vs least squares estimation of the dominant model.

(a) First data set (dominant model 70% of data samples, secondary model 30% of samples), 

(b) Estimates of dominant model M1 by robust method vs. least squares, for data set (a),

(c) Second data set (dominant model 70% of data samples, secondary model 30% of samples),

(d) Estimates of dominant model M1 by robust method vs. least squares, for data set (b).

Fig. 2: Location of training data with respect to 
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-insensitive tube showing three possible subsets of data.

Fig. 3. SVM estimates of dominant model do not depend on accurate selection of 
[image: image2.wmf]e

-values.

Results show three SVM estimates for data set in Fig. 1(a), using ‘optimal’
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Fig. 4. Example of multiple model estimation procedure for linear models:

(a) Training data (with small noise)

(b) Model estimates for data set (a) obtained using proposed algorithm

(c) Training data (with large noise)

(d) Model estimates for data set (b) obtained using proposed algorithm. 

Fig. 5. Example of multiple model estimation procedure for nonlinear models:

(a) Training data (with small noise)

(b) Model estimates for data set (a) obtained using proposed algorithm

(c) Training data (with large noise)

(d) Model estimates for data set (b) obtained using proposed algorithm.

Fig.6. Illustration of data partitioning Step 2 in the proposed algorithm for high-dimensional data set. Horizontal threshold line is used to partition the data into two subsets.
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Fig.1. Comparing robust method vs least squares estimation of the dominant model.

(a) First data set (dominant model 70% of data samples, secondary model 30% of samples), 

(b) Estimates of dominant model M1 by robust method vs. least squares, for data set (a),

(c) Second data set (dominant model 70% of data samples, secondary model 30% of samples),

(d) Estimates of dominant model M1 by robust method vs. least squares, for data set (b).
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Fig. 2: Location of training data with respect to 
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-insensitive tube showing three possible subsets of data.
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Fig. 3. SVM estimates of dominant model do not depend on accurate selection of 
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-values.

Results show three SVM estimates for data set in Fig. 1(a), using ‘optimal’
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Fig. 4. Example of multiple model estimation procedure for linear models:

(a) Training data (with small noise)

(b) Model estimates for data set (a) obtained using proposed algorithm

(c) Training data (with large noise)

(d) Model estimates for data set (b) obtained using proposed algorithm. 
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Fig. 5. Example of multiple model estimation procedure for nonlinear models:

(a) Training data (with small noise)

(b) Model estimates for data set (a) obtained using proposed algorithm

(c) Training data (with large noise)

(d) Model estimates for data set (b) obtained using proposed algorithm.
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Fig.6. Illustration of data partitioning Step 2 in the proposed algorithm for high-dimensional data set. Horizontal threshold line is used to partition the data into two subsets.
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